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Abstract

Given two disjoint vertex-sets, S = {s1, . . . , sk} and T = {t1, . . . , tk} in a graph,
a paired many-to-many k-disjoint path cover joining S and T is a set of pair-
wise vertex-disjoint paths {P1, . . . , Pk} that altogether cover every vertex of the
graph, in which each path Pi runs from si to ti. In this paper, we propose
a family of graphs, called torus-like graphs, that include torus networks, and
reveal that a torus-like graph, if built from lower dimensional torus-like graphs
that have good Hamiltonian and disjoint-path-cover properties, retain such good
properties. As a result, every m-dimensional nonbipartite torus, m ≥ 2, with
at most f vertex and/or edge faults has a paired many-to-many k-disjoint path
cover joining arbitrary disjoint sets S and T of size k each, subject to k ≥ 2 and
f + 2k ≤ 2m. The bound 2m on f + 2k is nearly optimal.

Keywords: Disjoint path, path cover, path partition, cylindrical grid, torus.

1. Introduction

Given the internal processor and memory structures in each node, a
distributed-memory architecture is characterized primarily by the network used
to interconnect the nodes [22]. An interconnection network is frequently mod-
eled as a graph, in which the vertices and edges represent nodes and links,
respectively. One of the central issues in the study of interconnection networks
is finding parallel paths, which is naturally related to routing among nodes and
fault tolerance of the network [11, 20]. Parallel paths correspond to disjoint
paths of the underlying graph. Throughout the paper, the vertex and edge sets
of a graph G are denoted by V (G) and E(G), respectively.

A number of interconnection networks have been proposed and studied in the
literature. Among them, torus is one of the widely recognized interconnection
networks. An m-dimensional torus is defined as a Cartesian product of m cycles,
Cd1 × · · · × Cdm , where each Cdj , j ∈ {1, . . . ,m}, is a cycle of length dj ≥ 3.
Also, the m-dimensional torus can be constructed recursively from dm copies

Email address: j.h.park@catholic.ac.kr (Jung-Heum Park)

Preprint submitted to Discrete Applied Mathematics July 24, 2020



(a) Torus-like graph (b) Product of the Petersen graph and K2

Fig. 1: Examples of 2-dimensional torus-like graphs, where an intra-component edge is indi-
cated by a thick edge. The graphs (a) and (b) are, in fact, isomorphic.

G0, . . . , Gdm−1 of an (m − 1)-dimensional torus Cd1 × · · · × Cdm−1
by adding

edges, through an identify mapping from V (Gi) to V (Gi′), to each pair Gi and
Gi′ , where i′ = (i+ 1) mod dm, for i ∈ {0, . . . , dm − 1}. The edges between Gi
and Gi′ form a perfect matching of the subgraph induced by V (Gi) ∪ V (Gi′).

Given two graphs, G0 andG1, of the same order and a bijection φ from V (G0)
to V (G1), we denote by G0⊕φG1 the graph whose vertex set is V (G0)∪V (G1)
and edge set is E(G0) ∪ E(G1) ∪ {(v, φ(v)) : v ∈ V (G0)}. To simplify the
notation, we often omit the bijection φ from ⊕φ. Given d graphs G0, . . . , Gd−1
of the same order n, if we apply the graph constructor ⊕ to each pair Gi and
G(i+1) mod d for i ∈ {0, . . . , d−1}, then we obtain a graph with nd vertices. This
graph is said to be obtained through the cycle-based recursive construction. The
torus-like graphs are a class of graphs which are defined recursively as follows:

Definition 1 (Torus-like graphs). An m-dimensional torus-like graph, m ≥ 1,
is a graph obtained through the cycle-based recursive construction from (m−1)-
dimensional torus-like graphs G0, . . . , Gd−1, d ≥ 3, of the same order, where the
0-dimensional torus-like graph is a one-vertex graph K1.

Here, the graphs G0, . . . , Gd−1 are called the components of the torus-like
graph. Refer to Fig. 1 for examples of torus-like graphs. Each vertex v in
component Gi has two neighbors outside Gi: one in G(i+1) mod d, denoted by
v+, and the other in G(i−1) mod d, denoted by v−. Contracting the components
of the torus-like graph into single vertices results in a cycle Cd of length d.

On the other hand, a path cover of a graph G is a set of paths in G such
that every vertex of G is contained in at least one path. A disjoint path cover
(DPC for short) of G is a set of vertex-disjoint paths that altogether cover every
vertex of G. This paper is concerned with a DPC in which each path runs from
a prescribed source to a prescribed sink.

Definition 2 (Many-to-many disjoint path covers). Given disjoint subsets S =
{s1, . . . , sk} and T = {t1, . . . , tk} of V (G) for a positive integer k, a many-to-
many k-disjoint path cover is a DPC composed of k paths that collectively join
S and T .
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(a) Paired 3-DPC (b) Unpaired 3-DPC

Fig. 2: Examples of many-to-many disjoint path covers in a 2-dimensional torus.

If each source si ∈ S must be joined to a specific sink ti ∈ T , the many-to-
many k-DPC is called paired, and it is unpaired if no such constraint is imposed.
Refer to Fig. 2 for examples. There are two other DPC types: A one-to-many
k-disjoint path cover for S = {s} and T = {t1, . . . , tk} is a DPC made of k
paths, each of which joins a pair of source s and sink ti, i ∈ {1, . . . , k}; when
S = {s} and T = {t}, a DPC composed of k paths, each of which joins s and
t, is named a one-to-one k-disjoint path cover. As intuitively clear, we will call
the vertices in S and in T sources and sinks, respectively, which together form
a set of terminals.

Definition 3. (See [29].) A graph G is called f -fault paired (resp. unpaired)
k-disjoint path coverable if f + 2k ≤ |V (G)| and G has a paired (resp. unpaired)
k-DPC joining arbitrary disjoint set S of k sources and set T of k sinks in G−F
for any fault set F ⊆ V (G) ∪ E(G) with |F | ≤ f .

The disjoint path cover problems are applicable in many areas such as soft-
ware testing, database design, and code optimization [2, 21]. In addition, the
problem is concerned with applications where full utilization of network nodes
is important [28]. The disjoint path cover problems have been studied for vari-
ous classes of graphs, such as hypercubes [6, 7, 12], interval graphs [1, 18, 25],
dense graphs [3, 19], torus networks [5, 15, 17, 24], k-ary n-cubes [4, 30, 32],
DCell networks [31], etc. Among them, the results on torus networks can be
summarized briefly as follows:

Lemma 1 (Kronenthal et al. [15] and Park [23]). A 2-dimensional nonbipartite
torus is paired 2-disjoint path coverable.

Lemma 2. Let G be an m-dimensional nonbipartite torus Cd1 × · · · × Cdm ,
where m ≥ 2.
(a) G is f -fault paired k-disjoint path coverable for any f and k ≥ 1 subject to
f + 2k ≤ 2m− 1 (Kim et al. [13]).
(b) If d1 = · · · = dm ≥ 5, then G is (2m−4)-fault paired 2-disjoint path coverable
(Chen [4]).
(c) If at most one dj is even, then G is (2m − 4)-edge-fault paired 2-disjoint
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path coverable, i.e., the graph G−F , where F ⊆ E(G) and |F | ≤ 2m− 4, has a
paired 2-DPC joining S and T for any terminal sets S and T with |S| = |T | = 2
(Chen [5]).
(d) Moreover, if m ≥ 3 and at most one dj is even, G is (2m − 3)-edge-fault
paired 2-disjoint path coverable (Li et al. [17]).

Note that an m-dimensional torus Cd1×· · ·×Cdm is nonbipartite if and only
if not every dj is even. Also, there is a result established by Li et al. [16] that
an m-dimensional nonbipartite torus is one-to-one k-disjoint path coverable for
every 1 ≤ k ≤ 2m. In addition, some work on the DPC problems of a bipartite
torus can be found in [5, 15, 24, 26].

In this paper, we reveal that even in the presence of faults, an m-dimensional
torus-like graph built from d components G0, . . . , Gd−1 has good Hamiltonian
and disjoint-path-cover properties, provided each Gi has such good Hamilto-
nian and disjoint-path-cover properties. As a result, we obtain that every m-
dimensional nonbipartite torus, m ≥ 2, is f -fault paired k-disjoint path coverable
for any f and k ≥ 2 subject to f + 2k ≤ 2m. The result is an improvement of
the work shown in Lemma 1 and Lemma 2 (a) through (c). Furthermore, the
bound 2m on f + 2k is nearly optimal, specifically, one less than the bound,
2m+1, of the necessary condition, given in Lemma 3 below, for a general graph
to be f -fault paired k-disjoint path coverable. Note that the connectivity of an
m-dimensional torus is 2m.

Lemma 3. (See [28].) If a graph G is f -fault paired k-disjoint path coverable,
then f + 2k ≤ κ(G) + 1, where κ(G) is the connectivity of G.

2. Preliminaries

Important parameters of an interconnection network include node degree
and network diameter (the longest of the shortest paths between all pairs of
nodes) [22]. Also, the connectivity (the minimum number of vertices whose
removal results in a disconnected graph or a trivial graph) of the underlying
graph has been a primary measure of fault tolerance [11]. We begin with a
small lemma concerned with the topological properties of a torus-like graph.

Lemma 4. Let G be an m-dimensional torus-like graph composed of d compo-
nents G0, . . . , Gd−1, where each Gi is an (m− 1)-dimensional torus-like graph.
(a) G is a regular graph of degree 2m, which has at least 3m vertices.
(b) The connectivity of G is 2m.
(c) The diameter of G is no more than bd2c plus the maximum diameter over
all components.
(d) G has no triangle (cycle of length three) if d ≥ 4 and every Gi has no tri-
angle.
(e) There are at most three common neighbors for any pair of vertices in G.
Moreover, if d ≥ 4 and any pair of vertices in each component have at most two
common neighbors, then any pair of vertices in G have at most two common
neighbors.
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Proof. The proof for (a) is obvious by definition. We can prove the assertion (b)
easily by induction on m. Also, the proofs for (c) and (d) are straightforward.
The proof for (e) can be completed without difficulty by induction on m. Note
that there may exist a pair of vertices that have three common neighbors. (If
d = 3, the vertices u ∈ V (G0) and v ∈ V (G1) may have three common neighbors,
one in each component.) �

Lemma 4(c) leads to that compared with an m-dimensional torus Cd1 ×
· · · × Cdm , every m-dimensional torus-like graph (of the same order) in which
each (sub)component that is j-dimensional is made of dj (sub)subcomponents
that are (j − 1)-dimensional for all j ∈ {1, . . . ,m} has diameter no more than∑m
i=1b

di
2 c, the diameter of the torus. This means that there is room for a good

interconnection graph with a smaller diameter in the family of torus-like graphs.
The torus-like graph shown in Fig. 1, for example, is of diameter 3, while every
2-dimensional torus with 16 or more vertices is of diameter strictly greater than
3.

Another topic we discuss in this section is the Hamiltonian properties of a
graph, to which the disjoint path cover problems are closely related. A path
that visits each vertex exactly once is a Hamiltonian path; a cycle that visits
each vertex exactly once is a Hamiltonian cycle. A graph G is said to be f -fault
Hamiltonian-connected (resp. Hamiltonian) if any pair of vertices are joined by
a Hamiltonian path (resp. there exists a Hamiltonian cycle) in G − F for any
fault set F ⊆ V (G) ∪ E(G) with |F | ≤ f . For more details, we refer to the
related literature including [8, 9, 10, 27]. It is worth noting that a graph G is
f -fault paired 1-disjoint path coverable if and only if G is f -fault Hamiltonian-
connected. The Hamiltonian properties of a two-dimensional nonbipartite torus
shown below will be utilized in deriving our result on torus networks.

Lemma 5 (Kim et al. [14]). A 2-dimensional nonbipartite torus is 1-fault
Hamiltonian-connected and 2-fault Hamiltonian.

Let G be a finite, simple undirected graph. A path from v ∈ V (G) to
w ∈ V (G), referred to as a v–w path, is a sequence 〈u1, . . . , ul〉 of distinct vertices
of G such that u1 = v, ul = w, and (ui, ui+1) ∈ E(G) for all i ∈ {1, . . . , l − 1}.
If l ≥ 3 and (ul, u1) ∈ E(G), the sequence is called a cycle. Hereafter in this
paper, let δ(G) denote the minimum degree of a graph G. In addition, a vertex
v is said to be free if it is neither a fault nor a terminal, i.e., v /∈ F and v /∈ S∪T .
An edge (u, v) is said to be free if it is nonfaulty and both u and v are free.
A paired k-DPC joining {(x1, y1), . . . , (xk, yk)} refers to a DPC composed of
x1–y1, . . ., xk–yk paths. For example, Fig. 2(a) shows a paired 3-DPC joining
{(s1, t1), (s2, t2), (s3, t3)}.

3. Chain of torus-like graphs

Let G be an m-dimensional torus-like graph constructed from (m − 1)-
dimensional torus-like graphs G0, G1, . . . , Gd−1 of the same order. The subgraph
of G induced by V (G0)∪ · · · ∪V (Gr), 0 ≤ r ≤ d− 2, forms a chain of torus-like
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graphs and will be denoted by G0⊕· · ·⊕Gr or simply by G0,r. In this section, we
reveal that in the presence of faults, the chain H = G0⊕· · ·⊕Gr, r ≥ 1, has good
Hamiltonian and disjoint-path-cover properties if every Gi has. Throughout the
paper, F will denote a set of faults (vertices and/or edges). We let Fi denote the
set of faults contained in Gi, i.e., Fi = F ∩ (V (Gi) ∪ E(Gi)), and let fi = |Fi|.
Also, let Fi,j denote the fault set of Gi,j and let fi,j = |Fi,j |, so Fi,i = Fi and
fi,i = fi. Then, the fault set F of H will be F = F0,r−1 ∪ Fr ∪ F ′r−1,r, where
F ′i,i+1 denotes the set of faulty edges bridging Gi and Gi+1.

Theorem 1. Let Gi, i ∈ {0, . . . , r}, be an (m−1)-dimensional torus-like graph
of the same order, m ≥ 3, such that Gi is (2m−5)-fault Hamiltonian-connected,
(2m − 4)-fault Hamiltonian, and unpaired 2-disjoint path coverable. Then, the
graph H defined as G0 ⊕ · · · ⊕ Gr, r ≥ 1, is (a) (2m − 4)-fault Hamiltonian-
connected and (b) (2m− 3)-fault Hamiltonian.

Proof. The proof will proceed by induction on r. Suppose r = 1, i.e., H =
G0⊕G1 for the base step. For the proof of (a), it suffices to build a Hamiltonian
s–t path in H − F for distinct vertices s, t ∈ V (G1) and F = {s−, t−} from
Theorem 1 (a) and (b) of [27]. The required Hamiltonian path can be built in
three steps as follows: (i) Pick up an edge (x, y) on a Hamiltonian cycle C of
G0 − F0, so {x+, y+} ∩ {s, t} = ∅; (ii) build an unpaired 2-DPC joining {s, t}
and {x+, y+} in G1; (iii) finally, combine the two paths in the DPC with an
x–y path C − (x, y) of G0 through edges (x, x+) and (y, y+). The proof of (b)
directly follows from Theorem 2(a) of [27].

Suppose r ≥ 2 for the inductive step, and let H ′ = G0 ⊕ · · · ⊕ Gr−1. To
prove (a), assume w.l.o.g. |F | = 2m − 4 and fr + f ′r−1,r ≤ f0 + f ′0,1 where
f ′i,i+1 = |F ′i,i+1|, leading to fr + f ′r−1,r ≤ |F |/2 = m− 2 ≤ 2m− 5, so Gr − Fr
is Hamiltonian-connected. Also, H ′ − F0,r−1 is Hamiltonian-connected by the
induction hypothesis. A Hamiltonian s–t path will be built in H−F for distinct
vertices s, t ∈ V (H) \ F . Firstly, let s, t ∈ V (H ′). There exists a Hamiltonian
s–t path P in H ′ − F0,r−1.

Claim 1. On the path P , there is an edge (x, y) of Gr−1 such that
{x+, (x, x+), y+, (y, y+)} ∩ F = ∅.
Proof. The path P passes through |V (Gr−1) \ Fr−1| ≥ 3m−1 − fr−1 vertices of
Gr−1. Among them, at least 3m−1 − fr−1 − 2 vertices are intermediate vertices
of P (excluding s and t). So, P passes through at least 1

2 (3m−1−fr−1−2) edges
of Gr−1, which form candidate edges for (x, y). On the other hand, each fault
in Fr ∪ F ′r−1,r may block at most two candidate edges. Thus, there remain at

least 1
2 (3m−1−fr−1−2)−2(fr +f ′r−1,r) ≥ 1

2 (3m−1−|F |−3(fr +f ′r−1,r)−2) ≥
1
2 (3m−1 − (2m− 4)− 3(m− 2)− 2) ≥ 1 edges for m ≥ 3, proving the claim. �

It suffices to combine the two subpaths obtained by deleting the edge (x, y)
from the path P with a Hamiltonian x+–y+ path of Gr through edges (x, x+)
and (y, y+). Analogously, we can build a Hamiltonian s–t path for s, t ∈ V (Gr),
because there are |V (Gr)\Fr|−1 ≥ 3m−1− fr−1 candidate edges and at most
fr−1 + f ′r−1,r blocking elements, for which (3m−1− fr − 1)− 2(fr−1 + f ′r−1,r) ≥
3m−1 − 2|F | − 1 = 3m−1 − 2(2m − 4) − 1 ≥ 4. If s ∈ V (H ′) and t ∈ V (Gr)
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finally, then for a free edge (x, x+) with x ∈ V (Gr−1), combining a Hamiltonian
s–x path of H ′ with a Hamiltonian x+–t path of Gr results in a required s–t
path, completing the proof of (a).

For the proof of (b), we also assume w.l.o.g. |F | = 2m− 3 and fr + f ′r−1,r ≤
f0 + f ′0,1. So, fr + f ′r−1,r ≤ b|F |/2c = m − 2 ≤ 2m − 5 and thus Gr − Fr is
Hamiltonian-connected. In addition, H ′ − F0,r−1 is Hamiltonian by the induc-
tion hypothesis. A Hamiltonian cycle of H−F can be built from a Hamiltonian
cycle C of H ′ − F0,r−1 and a Hamiltonian x+–y+ path of Gr − Fr for an edge
(x, y) ∈ E(Gr−1) on C such that {x+, (x, x+), y+, (y, y+)} ∩ F = ∅. Such edge
(x, y) exists because 1

2 (3m−1 − fr−1)− 2(fr + f ′r−1,r) ≥ 1
2 (3m−1 − |F | − 3(fr +

f ′r−1,r)) ≥ 1
2 (3m−1 − (2m − 3) − 3(m − 2)) ≥ 1 for m ≥ 3. This completes the

proof. �

Let S = {s1, . . . , sk} and T = {t1, . . . , tk} be the source and sink sets given
in H = G0 ⊕ · · · ⊕ Gr, r ≥ 1, such that S ∩ T = ∅. We denote by ki and ki,j
the numbers of source-sink pairs in Gi and in Gi ⊕ · · · ⊕ Gj , respectively, so
ki,i = ki. We assume w.l.o.g. that

k0 > kr, or k0 = kr and f0 ≥ fr. (1)

In addition, let k′r−1,r denote the number of source-sink pairs between H ′ and
Gr, where H ′ = G0 ⊕ · · · ⊕ Gr−1, so that k = k0,r−1 + kr + k′r−1,r. We let
I0 = {1, 2, . . . , k0,r−1}, I2 = {k0,r−1+1, . . . , k0,r−1+k′r−1,r}, and I1 = {k0,r−1+
k′r−1,r + 1, . . . , k}. We assume that {sj , tj : j ∈ I0} ∪ {sj : j ∈ I2} ⊆ V (H ′) and
{sj , tj : j ∈ I1} ∪ {tj : j ∈ I2} ⊆ V (Gr).

Theorem 2. Let Gi, i ∈ {0, . . . , r}, be an (m−1)-dimensional torus-like graph
of the same order, m ≥ 3, such that Gi is f -fault paired k-disjoint path coverable
for any f and k ≥ 2 subject to f + 2k ≤ 2m− 2 and moreover, Gi is (2m− 5)-
fault Hamiltonian-connected and (2m − 4)-fault Hamiltonian. Then, the graph
H defined as G0⊕· · ·⊕Gr, r ≥ 1, is f -fault paired k-disjoint path coverable for
any f and k ≥ 2 subject to f + 2k ≤ 2m− 1.

Proof. Given F , S, and T in H such that |F | = f , |S| = |T | = k ≥ 2, and
f + 2k ≤ 2m− 1, we will build a paired k-DPC joining S and T in H − F . We
can assume w.l.o.g.

f + 2k = 2m− 1, (2)

because for a set F ′ of arbitrary (2m− 1)− (f + 2k) fault-free edges, a paired
k-DPC joining S and T in H − (F ∪ F ′) is also a paired k-DPC joining them
in H − F . As a result, we have k ≤ m − 1 (i.e., 2k ≤ δ(Gi)) and f ≥ 1. The
proof is by induction on r. Suppose r = 1 for the base step, i.e., H = G0 ⊕G1,
where H ′ = G0 and k0,r−1 = k0. There are four cases to consider according to
the distribution of faults and terminals:

• k1 ≥ 1 or f0 ≤ f − 1;
• k1 = 0, f0 = f , k0 ≥ 1, and for some a ∈ I2, s+a is not a terminal

(k′0,1 ≥ 1);
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(a) Find-PDPC-A (b) Find-PDPC-B

Fig. 3: Building a paired k-DPC in the chain of torus-like graphs.

• k1 = 0, f0 = f , k0 ≥ 1, and for every j ∈ I2, s+j is a terminal;
• k′0,1 = k and f0 = f .

The proofs for the first three cases are very similar to those for paired disjoint
path coverability of RHL graphs given in [29]. This phenomenon occurs because
RHL graphs and torus-like graphs both have good Hamiltonian properties in the
presence of faults and their numbers of vertices are sufficiently large compared
to their degrees. (An m-dimensional RHL graph has 2m vertices of degree
m.) Moreover, the fact 2k ≤ δ(Gi) = 2m − 2 (or f ≥ 1) leads to a simpler
construction, so some procedures devised in [29] do not need to be used. For
the proofs of the first three cases except for the last, we refer to Section 3.1 of
[29] (Procedures PairedDPC-A through PairedDPC-E).

Now, let us concentrate on the remaining case, in which k′0,1 = k and f0 =

f ≥ 1. Let I ′2 be the set of indices j ∈ I2 such that s+j is a sink, i.e., I ′2 =

{j ∈ I2 : s+j ∈ T}, and let k′ = |I ′2|. Assume w.l.o.g. that I ′2 = {1, . . . , k′}. The
procedure below builds a required k-DPC.

Procedure Find-PDPC-A(S, T , F , G0 ⊕ G1) // k′0,1 = k and f0 = f ≥ 1.
See Fig. 3(a).

1: For each j ∈ I ′2 \ {1, 2}, pick up a free edge (xj , x
+
j ) with xj ∈ V (G0) such

that (sj , xj) is an edge and fault-free.
2: Build a Hamiltonian s1–s2 path P in G0 − (F0 ∪ F ′ ∪ F ′′), where F ′ =
{sj , xj : j ∈ I ′2 \ {1, 2}} and F ′′ = {sj : j ∈ I2 \ I ′2, j ≥ 3}. Let (x, y) be an
edge on the path P = (s1, . . . , x, y, . . . , s2) such that x+, y+ /∈ T .

3: Build a paired k-DPC in G1 joining {(x+, t1), (y+, t2)} ∪ {(x+j , tj) : j ∈
I ′2 \ {1, 2}} ∪ {(s+j , tj) : j ∈ I2 \ I ′2, j ≥ 3}.

4: Combine the two paths P − (x, y) of G0 with the k-DPC of G1 through
edges (x, x+), (y, y+), (sj , xj), (xj , x

+
j ) for j ∈ I ′2 \ {1, 2}, and (sj , s

+
j ) for

j ∈ I2 \ I ′2 with j ≥ 3.

Claim 2. When k′0,1 = k and f0 = f ≥ 1, Procedure Find-PDPC-A builds a
paired k-DPC in G0 ⊕G1 − F .
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Proof. To prove the existence of the free edges in Step 1, assume k′ ≥ 3 tem-
porarily; suppose otherwise, there is nothing to prove. For each j ∈ I ′2 \ {1, 2},
we can pick up a free edge (xj , x

+
j ) one by one. This is because there are δ(G0)

candidate edges whereas at most f + k′ + (2k − 2k′) + (k′ − 2) of them could
be blocked (f faults, 2k′ terminals a pair of which could block one candidate
edge, 2k − 2k′ remaining terminals, and k′ − 2 free edges selected), for which
δ(G0)−(f+k′+(2k−2k′)+(k′−2)) = (2m−2)−(f+2k−2) = 1. The Hamil-
tonian path P of Step 2 exists because |F0| + |F ′| + |F ′′| ≤ f0 + 2(k − 2) =
f + 2k − 4 = 2m − 5. Also, the paired k-DPC of Step 3 exists because
2k = (2m − 1) − f ≤ 2m − 2. Thus, the procedure builds a required DPC.
�

Suppose r ≥ 2 for the inductive step, and let H ′ = G0 ⊕ · · · ⊕ Gr−1. H ′

always contains a terminal by the assumption (1), whereas Gr may not contain a
terminal. Firstly, let S∪T ⊆ V (H ′) and (S∪T )∩V (Gr) = ∅. Then, there exists
a paired k-DPC joining S and T in H ′ − F0,r−1 by the induction hypothesis.

Claim 3. There is an edge (x, y) ∈ E(Gr−1) on a path Pi in the k-DPC such
that {x+, (x, x+), y+, (y, y+)} ∩ F = ∅.
Proof. The proof is similar to that of Claim 1. The paths in the k-DPC col-
lectively pass through at least |V (Gr−1) \ Fr−1| − 2k ≥ 3m−1 − fr−1 − 2k
vertices of Gr−1 as intermediate vertices (excluding the terminals). So, there
are at least d 12 (3m−1 − fr−1 − 2k)e candidate edges for (x, y), whereas at most
2(fr + f ′r−1,r) of them could be blocked (two for each fault in Fr ∪ F ′r−1,r), for

which d 12 (3m−1 − fr−1 − 2k)e − 2(fr + f ′r−1,r) ≥ d 12 (3m−1 − (f + 2k)− 3f)e ≥
d 12 (3m−1− (2m− 1)− 3(2m− 5))e ≥ 1 for m ≥ 3. Note that f = 2m− 1− 2k ≤
2m− 5. Thus, the claim is proven. �

Combining the two subpaths obtained by deleting the edge (x, y) from Pi
with a Hamiltonian x+–y+ path of Gr − Fr through edges (x, x+) and (y, y+)
results in a new si–ti path P ′i of H. It suffices to replace Pi in the k-DPC with
the new path P ′i .

Now, let Gr, as well as H ′, have a terminal. The assumption (1) leads to
that k0 ≥ 1 (meaning kr + k′r−1,r ≤ k − 1) or fr ≤ f − 1. The procedure below
builds a required k-DPC in H − F .

Procedure Find-PDPC-B(S, T , F , G0 ⊕ · · · ⊕Gr) // r ≥ 2 and Gr contains
a terminal. See Fig. 3(b).

1: Pick up k′r−1,r free edges (xj , x
+
j ) with xj ∈ V (Gr−1) for j ∈ I2.

2: Build a paired (k0,r−1 + k′r−1,r)-DPC in H ′ − F0,r−1 joining {(sj , tj) : j ∈
I0} ∪ {(sj , xj) : j ∈ I2}.

3: Build a paired (kr + k′r−1,r)-DPC in Gr − Fr joining {(sj , tj) : j ∈ I1} ∪
{(x+j , tj) : j ∈ I2}.

4: Merge the two DPCs with the free edges selected in Step 1 into a paired
k-DPC.

Claim 4. When r ≥ 2 and Gr contains a terminal, Procedure Find-PDPC-B
builds a paired k-DPC in H − F .
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Proof. The k′r−1,r free edges of Step 1 exist, because there are |V (Gr−1)| can-
didate edges whereas at most f + 2k of them could be blocked (by f faults and
2k terminals), for which |V (Gr−1)| − (f + 2k) ≥ 3m−1 − (2m− 1) > (m− 1) ≥
k ≥ k′r−1,r for m ≥ 3. The paired (k0,r−1 + k′r−1,r)-DPC of Step 2 exists by
the induction hypothesis if k0,r−1 + k′r−1,r ≥ 2; otherwise, the DPC made of a
single Hamiltonian path exists because f0,r−1 ≤ f = (2m − 1) − 2k ≤ 2m − 5.
Also, the paired (kr+k′r−1,r)-DPC of Step 3 exists because fr+2(kr+k′r−1,r) ≤
max{f + 2(k − 1), (f − 1) + 2k} = f + 2k − 1 = 2m − 2 if kr + k′r−1,r ≥ 2; if
kr + k′r−1,r = 1, the DPC exists because fr ≤ f ≤ 2m − 5. Thus, the claim is
proven. �

This completes the entire proof of Theorem 2. �

4. Disjoint path covers in torus-like graphs

Let G be an m-dimensional torus-like graph, m ≥ 3, composed of d com-
ponents G0, . . . , Gd−1, where each component Gi is an (m − 1)-dimensional
torus-like graph. In this section, we show that the torus-like graph G has
good Hamiltonian and disjoint-path-cover properties if every component Gi has
such good properties. Specifically, if each Gi has Hamiltonian property P1 and
disjoint-path-cover property P2 below, then G also has both properties:

P1: Gi is (δ(Gi)−3)-fault Hamiltonian-connected and (δ(Gi)−2)-fault Hamil-
tonian;

P2: Gi is f -fault paired k-disjoint path coverable for any f and k ≥ 2 subject
to f + 2k ≤ δ(Gi).

The following Sections 4.1 and 4.2, respectively, deal with the Hamiltonian and
disjoint-path-cover properties of the torus-like graphs.

4.1. Hamiltonian properties of torus-like graphs

Theorem 3. Let G be an m-dimensional torus-like graph, m ≥ 3, composed of d
components G0, . . . , Gd−1 each of which is (2m−5)-fault Hamiltonian-connected,
(2m− 4)-fault Hamiltonian, and f -fault paired k-disjoint path coverable for any
f and k ≥ 2 subject to f + 2k ≤ 2m − 2. Then, G is (a) (2m − 3)-fault
Hamiltonian-connected and (b) (2m− 2)-fault Hamiltonian.

Proof. For the proof of (a), assume we are given a fault set F with |F | = 2m−3
and two distinct vertices s and t in G. If F contains an inter-component edge,
an edge between Gi and Gi+1 for some i, then it suffices to build a Hamiltonian
s–t path in the chain Gi+1⊕· · ·⊕Gi by Theorem 1(a). So, we assume there is no
inter-component edge fault, leading to f = f0+· · ·+fd−1 = 2m−3. Also, assume
f0 ≥ fj for all j ∈ {0, . . . , d− 1}, so f0 ≥ 1, and let H denote G1 ⊕ · · · ⊕Gd−1.
If f0 ≤ f − 2, then G0 − F0 is Hamiltonian-connected; also, H − F1,d−1 is
Hamiltonian-connected from Theorem 1(a) because f1,d−1 = f − f0 ≤ f − 1.
Thus, we can build a Hamiltonian s–t path in G − F , as illustrated in Fig. 4.
If f0 = f − 1, then f1 = 0 or fd−1 = 0; so, we assume w.l.o.g. f1 = 0. Then,
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(a) s, t ∈ V (G0) (b) s ∈ V (G0), t ∈ V (H) (c) s, t ∈ V (H)

Fig. 4: Building a Hamiltonian s–t path, where x′ and y′ are the neighbors of x and y,
respectively.

G0 ⊕G1 − F0,1 and G2 ⊕ · · · ⊕Gd−1 − F2,d−1 are both Hamiltonian-connected.
(Note that f2,d−1 = 1 ≤ 2m − 5, and that G2 ⊕ · · · ⊕Gd−1 is made of a single
component if d = 3.) Analogously, we can also build a Hamiltonian s–t path of
G− F .

Now, let f0 = f . Then, there is a Hamiltonian path in G0−F0, joining some
vertices x and y, because G0 is (2m−4)-fault Hamiltonian and f0 = 2m−3. In
addition, H is unpaired 2-disjoint path coverable by Theorem 2. (Note that a
paired 2-disjoint path coverable graph is, by definition, unpaired 2-disjoint path
coverable.) Firstly, suppose s, t ∈ V (H). There exist neighbors x′, y′ ∈ V (G1)∪
V (Gd−1) of x, y, respectively, such that {x′, y′} 6= {s, t}. If {x′, y′} ∩ {s, t} = ∅,
it suffices to build an unpaired 2-DPC joining {s, t} and {x′, y′} in H and
combine the two paths in the DPC with the x–y path of G0 through edges
(x, x′) and (y, y′); if {x′, y′} ∩ {s, t} is of size one, say x′ = s, it suffices to
build a Hamiltonian y′–t path in H − {s} and combine the y′–t path and one-
vertex path 〈s〉 with the x–y path of G0. Secondly, suppose s ∈ V (G0) and t ∈
V (H). Let the Hamiltonian x–y path of G0 be represented as 〈x, . . . , z, s, . . . , y〉
with z 6= x, s. For the neighbors x′, y′, z′ ∈ V (G1) ∪ V (Gd−1) of x, y, z such
that x′, y′, z′ 6= t, it suffices to combine the two paths in an unpaired 2-DPC
joining {y′, t} and {x′, z′} with 〈x, . . . , z〉 and 〈s, . . . , y〉 through edges (x, x′),
(y, y′), and (z, z′). Finally, suppose s, t ∈ V (G0). If {s, t} ∩ {x, y} = ∅, where
the Hamiltonian x–y path of G0 is represented as 〈x, . . . , z, s, . . . , w, t . . . , y〉, it
suffices to combine the three paths 〈x, . . . , z〉, 〈s, . . . , w〉, 〈t . . . , y〉 with the two
paths in an unpaired 2-DPC of H joining {w′, y′} and {x′, z′} for the distinct
neighbors x′, y′, z′, w′ ∈ V (H) of x, y, z, w, respectively. (If x = z, then {x′, z′}
will be {x+, x−}.) If {s, t} ∩ {x, y} 6= ∅, say x = s, where the Hamiltonian x–y
path of G0 is 〈s, . . . , w, t . . . , y〉, it suffices to combine 〈s, . . . , w〉 and 〈t . . . , y〉
with a Hamiltonian w′–y′ path of H for the neighbors w′, y′ ∈ V (H) of w, y.

For the proof of (b), assume |F | = 2m − 2. If there is an inter-component
edge fault, then G−F is Hamiltonian by Theorem 1(b). So, we assume that F
contains no inter-component edge fault, so that f = f0 + · · ·+ fd−1 = 2m− 2.
Also, assume f0 = maxj fj . If f0 ≤ 2m − 5, every Gi − Fi is Hamiltonian-
connected. So, we can easily build a Hamiltonian cycle of G−F . If f0 = 2m−4,
then G0 − F0 has a Hamiltonian cycle C. Moreover, the graph H − F1,d−1,
where H = G1⊕· · ·⊕Gd−1, is Hamiltonian-connected by Theorem 1(a) because
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f1,d−1 = 2 ≤ 2m− 4. For an edge (x, y) on the Hamiltonian cycle C such that
x+, y+ /∈ F , it suffices to combine the Hamiltonian x–y path C − (x, y) of G0

with a Hamiltonian x+–y+ path of H − F1,d−1. If f0 = 2m − 3, then G0 − F0

has a Hamiltonian path, joining some vertices x and y, because G0 is (2m− 4)-
fault Hamiltonian. For the neighbors x′, y′ ∈ V (G1)∪V (Gd−1) of x, y such that
x′, y′ /∈ F , it suffices to combine the Hamiltonian x–y path of G0 − F0 with
a Hamiltonian x′–y′ path of H − F1,d−1. Finally, if f0 = 2m − 2, there exist
two disjoint paths, say x–y and u–v paths, that collectively cover the vertices
of G0 − F0. This is also because G0 is (2m − 4)-fault Hamiltonian. It suffices
to combine the x–y and u–v paths with the two paths in an unpaired 2-DPC of
H joining {x+, y−} and {u+, v−}. (Note that the x–y path, also the u–v path,
may be a one-vertex path.) This completes the proof. �

Remark 1. It can be easily proven by induction on r that the graph H =
G0 ⊕ · · · ⊕ Gr is unpaired 2-disjoint path coverable if each Gi is unpaired 2-
disjoint path coverable and Hamiltonian-connected. So, the last precondition of
Theorem 3 that “each Gi is f -fault paired k-disjoint path coverable for any f
and k ≥ 2 subject to f + 2k ≤ 2m− 2” can be simplified to a relaxed one that
“each Gi is unpaired 2-disjoint path coverable.”

4.2. Disjoint-path-cover properties of torus-like graphs

Theorem 4. Let G be an m-dimensional torus-like graph, m ≥ 3, composed of d
components G0, . . . , Gd−1 each of which is (2m−5)-fault Hamiltonian-connected,
(2m− 4)-fault Hamiltonian, and f -fault paired k-disjoint path coverable for any
f and k ≥ 2 subject to f + 2k ≤ 2m − 2. Then, G is f -fault paired k-disjoint
path coverable for any f and k ≥ 2 subject to f + 2k ≤ 2m.

Proof. For the proof, assume we are given terminal sets S = {s1, . . . , sk} and
T = {t1, . . . , tk} in G, along with a fault set F with |F | = f and f + 2k = 2m.
Let J denote the index set {1, . . . , k}, and let Ji = {j ∈ J : sj , tj ∈ V (Gi)}
and J ′i = {j ∈ J : |{sj , tj} ∩ V (Gi)| = 1} for i ∈ {0, . . . , d − 1}. Analogously,
let Jp,q = {j ∈ J : sj , tj ∈ V (Gp ⊕ · · · ⊕ Gq)} and J ′p,q = {j ∈ J : |{sj , tj} ∩
V (Gp ⊕ · · · ⊕ Gq)| = 1}. In addition, let ki = |Ji|, k′i = |J ′i |, kp,q = |Jp,q|, and
k′p,q = |J ′p,q|.

We assume there is no inter-component edge fault by Theorem 2, leading to
f = f0 + · · ·+ fd−1 = 2m− 2k, and also assume for all i ∈ {0, . . . , d− 1},

f0 > fi, or f0 = fi and k0 + k′0 ≥ ki + k′i. (3)

If k ≥ 3 and (sj , tj) ∈ E(G)\F for some j ∈ J , we can build a paired k-DPC of
G− F joining S and T from a paired (k− 1)-DPC of G− (F ∪ {sj , tj}) joining
S \ {sj} and T \ {tj}. So, we assume

if k ≥ 3, then (sj , tj) /∈ E(G) \ F for all j ∈ J. (4)

There are four cases according to the distribution of faults and terminals.
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(a) Find-PDPC-C (b) Exceptional case (i)

Fig. 5: Illustrations of Case 1 in the proof of Theorem 4.

Case 1: f0 ≤ f−2, or k0+k′0 < k and f0+k0 ≥ 1. In this case, G0 is f0-fault
paired (k0 +k′0)-disjoint path coverable if k0 +k′0 ≥ 2. Also, we have f0 +k0 ≥ 1
because f0 ≤ f − 2 leads to f ≥ 2 and f0 ≥ 1; so, the subgraph G1⊕ · · ·⊕Gd−1
is (f − f0)-fault paired (k − k0)-disjoint path coverable if k − k0 ≥ 2. Assume
w.l.o.g. sj ∈ V (G0) for all j ∈ J ′0. Let H = G1 ⊕ · · · ⊕Gd−1.

Procedure Find-PDPC-C(S, T , F , G) // f0 ≤ f − 2, or k0 + k′0 < k and
f0 + k0 ≥ 1. See Fig. 5(a).

1: Pick up a free edge (xj , x
+
j ) with xj ∈ V (G0) for each j ∈ J ′0.

2: Build a paired (k0+k′0)-DPC in G0−F0 joining {(si, ti) : i ∈ J0}∪{(sj , xj) :
j ∈ J ′0}.

3: Build a paired (k − k0)-DPC in H − F1,d−1 joining {(si, ti) : i ∈ J1,d−1} ∪
{(x+j , tj) : j ∈ J ′0}.

4: Merge the two DPCs through edges (xj , x
+
j ) for j ∈ J ′0.

Claim 5. When f0 ≤ f − 2, or k0 + k′0 < k and f0 + k0 ≥ 1, Procedure Find-
PDPC-C builds a paired k-DPC in G − F unless (i) k0 + k′0 = 0, (ii) k0 = k,
or (iii) k0 + k′0 = 1, k = 2, and f0 = f .

Proof. Suppose k0 +k′0 ≥ 1. The k′0 free edges of Step 1 exist because |V (G0)|−
(f+2k) ≥ 3m−1−2m ≥ m ≥ k ≥ k′0. The (k0+k′0)-DPC of G0−F0 exists when
k0 + k′0 ≥ 2, because f0 + 2(k0 + k′0) ≤ f + 2k− 2 = 2m− 2; the (k0 + k′0)-DPC
when k0 + k′0 = 1, which is made of a Hamiltonian path of G0 − F0, also exists
unless k = 2 and f0 = f , because f0 = 2m − 2k − (f − f0) ≤ 2m − 5. Finally,
the paired (k− k0)-DPC of H −F1,d−1 exists unless k0 = k by Theorems 1 and
2, because f0 + k0 ≥ 1, i.e., f1,d−1 = f − f0 ≤ f − 1 or k − k0 ≤ k − 1. So, the
claim is proven. �

Consider the exceptional case (i) of Claim 5 where k0 + k′0 = 0. If k ≥ 3
or f0 < f , then f0 ≤ 2m− 5, hence it suffices to build a paired k-DPC joining
S and T in H − F1,d−1, which exists by Theorem 2, and then replace an edge
(x, y) ∈ E(G1) on a path in the DPC such that x−, y− /∈ F with a Hamiltonian
x−–y− path of G0 − F0, as illustrated in Fig. 5(b). Now, let k = 2 and f0 = f
(= 2m − 4). If G1 or Gd−1, say G1, contains no terminal, we can build a
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required 2-DPC analogously from a paired 2-DPC of G2,d−1 and a Hamiltonian
path of G0,1−F0. Note that G0,1−F0 is Hamiltonian-connected by Theorem 1.
If G1 contains a single terminal, say s1, then for some free edge (x, x+) with
x ∈ V (G1), it suffices to build a Hamiltonian s1–x path in G0,1 − F0 and a
paired 2-DPC joining {(x+, t1), (s2, t2)} in G2,d−1, and then merge them into
a required 2-DPC. Finally, if G1 contains two terminals, say s1 and s2, then
for some edge (x, y) ∈ E(G1) on a Hamiltonian s1–s2 path of G0,1 − F0 such
that both x+ and y+ are nonterminals, it suffices to combine a paired 2-DPC
of G2,d−1 with the s1–x and s2–y paths properly.

For the exceptional case (ii) k0 = k (f0 ≤ f − 2), it suffices to build a paired
k-DPC in G0 − F0 and replace an edge (x, y) on a path in the DPC such that
x+, y+ /∈ F with a Hamiltonian x+–y+ path of H − F1,d−1. Now, consider the
exceptional case (iii) k0 + k′0 = 1, k = 2, and f0 = f (= 2m− 4). There exists a
Hamiltonian cycle C in G0−F0. Firstly, suppose k0 = 1, i.e., s1, t1 ∈ V (G0). We
can extract two disjoint s1–t1 and x–y paths from C for some distinct vertices x
and y. If there are nonterminal neighbors x′, y′ ∈ V (H) of x and y, respectively,
we can build an s2–t2 path from a paired 2-DPC of H joining {(s2, x′), (y′, t2)}
and the x–y path. If no such nonterminal neighbors exist, then assuming w.l.o.g.
x+ = s2 and x− = t2, concatenating one-vertex path 〈s2〉, the x–y path, and a
Hamiltonian y+–t2 path of H−{s2} results in an s2–t2 path. Secondly, suppose
k′0 = 1, i.e., s1 ∈ V (G0). It suffices to extract a Hamiltonian s1–x path from
C for some vertex x that has a nonterminal neighbor x′ in H, and combine the
path with a paired 2-DPC of H joining {(x′, t1), (s2, t2)}.

Case 2: f0 = f − 1. We have f0 ≥ 1 also in this case because f ≥ 1. We
assume w.l.o.g. f1 ≤ fd−1, so f1 = 0 and f0,1 = f−1; also, assume sj ∈ V (G0,1)
for all j ∈ J ′0,1. Let H = G2⊕· · ·⊕Gd−1, possibly made of a single component.

Procedure Find-PDPC-D(S, T , F , G) // f0 = f − 1. See Fig. 6(a).

1: Pick up a free edge (xj , x
+
j ) with xj ∈ V (G1) for each j ∈ J ′0,1.

2: Build a paired (k0,1 + k′0,1)-DPC in G0,1 − F0,1 joining {(si, ti) : i ∈ J0,1} ∪
{(sj , xj) : j ∈ J ′0,1}.

3: Build a paired (k− k0,1)-DPC in H − F2,d−1 joining {(si, ti) : i ∈ J2,d−1} ∪
{(x+j , tj) : j ∈ J ′0,1}.

4: Merge the two DPCs through edges (xi, x
+
j ) for j ∈ J ′0,1.

Claim 6. When f0 = f−1, Procedure Find-PDPC-D builds a paired k-DPC in
G−F unless (i) k0,1 +k′0,1 = 0, (ii) k0,1 = k, or (iii) d = 3, f0 = f2 = f − 1 = 1,
S ⊂ V (G0), and T ⊂ V (G2).

Proof. Suppose k0,1 + k′0,1 ≥ 1. The existence of k′0,1 free edges of Step 1 is
obvious (because 3m−1 − (f + 2k) ≥ m). The paired DPC of Step 2 exists by
Theorems 1 and 2 (because f0,1 = f − 1). Also, the paired DPC of Step 3
exists unless k0,1 = k by Theorems 1 and 2 if d ≥ 4; by the hypothesis of the
theorem if (a) d = 3 and (b) f2 ≤ f − 2 or k0,1 ≥ 1. That is, the existence
is guaranteed unless d = 3, f2 = f − 1, and k0,1 = 0, or equivalently, d = 3,
f0 = f2 = f − 1 = 1, S ⊂ V (G0), and T ⊂ V (G2) from the assumption (3).
Thus, the claim is proven. �
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(a) Find-PDPC-D (b) Exceptional case (iii)

Fig. 6: Illustrations of Case 2 in the proof of Theorem 4.

In this Case 2 where f0 = f − 1, each Gi − Fi is Hamiltonian-connected
because fi ≤ f0 = f − 1 = 2m − 2k − 1 ≤ 2m − 5. So, a required DPC for
the exceptional case (i) can be built from a paired k-DPC of G1,d−1 − F1,d−1
and a Hamiltonian path of G0 − F0. Analogously, a required DPC for the
exceptional case (ii) can be obtained from a paired k-DPC of G0,1 − F0,1 and a
Hamiltonian path of H − F2,d−1. For the exceptional case (iii) finally, we first
build a Hamiltonian cycle 〈x1, . . . , t1, . . . , xk, . . . , tk〉 in G2 − F2, from which
we extract k disjoint paths, say xj–tj paths for j ∈ J , that collectively cover
G2 − F2. (See Fig. 6(b).) It suffices to build a paired k-DPC in G0,1 joining
{(sj , x−j ) : j ∈ J}, and then combine the k-DPC with the k disjoint xj–tj paths

through edges (x−j , xj) for j ∈ J .

Case 3: f0 = f and k0 ≥ 1. We assume w.l.o.g. sj ∈ V (G0) for all j ∈ J ′0,
and let H = G1 ⊕ · · · ⊕ Gd−1. In addition, let P = {j ∈ J ′0 : both s+j and s−j
are terminals}, Q = J ′0 \ P , p = |P |, and q = |Q|, so that p+ q = |J ′0| = k′0.

Procedure Find-PDPC-E(S, T , F , G) // f0 = f and k0 ≥ 1. See Fig. 7(a).

1: For each j ∈ J ′0, let an edge (xj , yj), where xj ∈ V (G0), be
(sj , s

+
j ) if s+j is not a terminal,

(sj , s
−
j ) if s+j is a terminal but s−j is not,

a free edge between G0 and H if both s+j and s−j are terminals.

2: Build a paired (k0 + p)-DPC in G0 − (F0 ∪ F ′) joining {(si, ti) : i ∈ J0} ∪
{(sj , xj) : j ∈ P}, where F ′ = {sj : j ∈ Q}.

3: Build a paired (k − k0)-DPC in H joining {(si, ti) : i ∈ J1,d−1} ∪ {(yj , tj) :
j ∈ J ′0}.

4: Merge the two DPCs through edges (xj , yj) for j ∈ J ′0.

Claim 7. When f0 = f and k0 ≥ 1, Procedure Find-PDPC-E builds a paired
k-DPC in G − F unless (i) k0 + p ≥ 2, k0 + k′0 = k, and k′0 ∈ {0, 1}, or (ii)
k0 + p = 1, k = 3, and k0 + k′0 = k, or (iii) k0 + p = 1 and k = 2.

Proof. The existence of such k′0 edges in Step 1 is straightforward. When
k0 + p ≥ 2, the (f0 + q)-fault paired (k0 + p)-DPC exists if k0 + k′0 < k or
k′0 ≥ 2 because (f0 + q) + 2(k0 + p) = f0 + 2(k0 + k′0) − q = (f + 2k) − 2(k −
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(a) Find-PDPC-E (b) Exceptional case (ii)

Fig. 7: Illustrations of Case 3 in the proof of Theorem 4.

(k0 + k′0)) − q ≤ 2m − 2. Note that when k0 + k′0 = k, the graph H should
contain no less than 2p terminals, i.e., k′0 = p + q ≥ 2p, leading to q ≥ p

and q ≥ dk
′
0

2 e; moreover, if k′0 = 2, then q = 2 by the assumption (4). When
k0 + p = 1 (k0 = 1 and p = 0), the DPC of Step 2 is, in fact, a Hamiltonian
path (joining s1 and t1), which exits if k ≥ 4 or k = 3 and k0 + k′0 < k because
f0 + q = (f0 + 2k)− k− (k− q) = 2m− k− (k− (k0 + k′0) + 1) ≤ 2m− 5. Also,
the (k − k0)-DPC of H exists by Theorems 1 and 2 (unless k0 = k, a special
subcase of the exceptional case (i)), proving the claim. �

Firstly, we consider the exceptional case (i) k0 + p ≥ 2, k0 + k′0 = k, and
k′0 ∈ {0, 1}. If k′0 = 0, i.e., S ∪ T ⊆ V (G0), then from a Hamiltonian cycle of
G0−F0, we first extract 2k disjoint paths, sj–xj and tj–yj paths for j ∈ J , that
collectively cover G0 − F0. It suffices to combine the 2k paths with a paired
(k − 1)-DPC of G1 joining {(x+j , y

+
j ) : j ∈ J \ {k}} and a Hamiltonian x−k –y−k

path of G2,d−1. Analogously, we extract 2k−1 disjoint paths from a Hamiltonian
cycle of G0 − F0 if k′0 = 1, i.e., S ∪ (T \ {tk}) ⊆ V (G0). The disjoint paths are
denoted by sj–xj and tj–yj paths for j ∈ J \ {k}, and sk–xk path. Assuming
w.l.o.g. tk /∈ V (G1), a required DPC can be built from a paired (k− 1)-DPC of
G1 joining {(x+j , y

+
j ) : j ∈ J \ {k}} and a Hamiltonian x−k –tk path of G2,d−1,

provided x−k 6= tk. If x−k = tk, it suffices to combine the sk–xk path with 〈tk〉
into an sk–tk path, and replace an edge (u, v) ∈ E(G1) on a path in the DPC
such that u+, v+ 6= tk with a Hamiltonian u+–v+ path of G2,d−1 − {tk}.

Now, consider the second exceptional case (ii) k0 + p = 1, k = 3, and
k0 + k′0 = k, which lead to k0 = 1 and k′0 = 2, so {s1, s2, s3, t1} ⊆ V (G0)
and {t2, t3} ⊆ V (H). There is a Hamiltonian s2–t1 path in G0 − (F0 ∪ {s3}),
represented as 〈s2, . . . , x2, s1, . . . , t1〉, as shown in Fig. 7(b), because f0 + 1 =
2m− 2k + 1 = 2m− 5. Also, there is a nonterminal neighbor y3 ∈ V (H) of s3
because p = 0. If there is a nonterminal neighbor y2 ∈ V (H) of x2, it suffices to
build a paired 2-DPC in H joining {(y2, t2), (y3, t3)}; if the two neighbors in H
of x2 are terminals, t2 and t3, then it suffices to combine the s2–x2 path with
〈t2〉 into an s2–t2 path, and then build a Hamiltonian y3–t3 path in H − {t2}.
Finally, consider the exceptional case (iii) k0 + p = 1 and k = 2, leading to
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k0 = 1 and f0 = 2m − 4. The subcase where k′0 = 0 is reduced to Case 1,
so we assume k′0 = 1, i.e., {s1, t1, s2} ⊆ V (G0) and t2 ∈ V (H). Assuming
w.l.o.g. t2 /∈ V (G1), we build a Hamiltonian s2–t1 path 〈s2, . . . , x2, s1, . . . , t1〉
in G0,1 − F0. If the neighbor y2 ∈ V (G2,d−1) of x2 is not equal to t2, it suffices
to build a Hamiltonian y2–t2 path in G2,d−1; if y2 = t2, it suffices to merge the
s2–x2 path and 〈t2〉 into an s2–t2 path, and then replace an edge (u, v) ∈ E(G1)
of the s1–t1 or s2–x2 path such that u+, v+ 6= t2 with a Hamiltonian u+–v+

path of G2,d−1 − {t2}.
Case 4: f0 = f and k0 = 0.
The case where k0 + k′0 < k and f0 + k0 ≥ 1 was dealt with in Case 1, so we

assume k0 + k′0 = k or f0 + k0 = 0, i.e., k′0 = k or f = 0. Also, we have k′0 ≥ 1
from the assumption (3). Assume w.l.o.g. {s1, . . . , sk′0} = V (G0) ∩ (S ∪ T ) and
moreover, i ≤ j if sp ∈ V (Gi) and tp ∈ V (Gj) for all p ∈ {1, . . . , k}.

Case 4.1: There exist a, b ∈ J ′0 such that ta ∈ V (G1,r−1) and tb ∈
V (Gr,d−1) for some r ∈ {2, . . . , d−1}. Let H = G1,r−1 and H ′ = Gr,d−1. Also,
let P = {j ∈ J ′0 : tj ∈ V (H) and s+j is a terminal} and Q = {j ∈ J ′0 : tj ∈ V (H)

and s+j is not a terminal}. Analogously, let P ′ = {j ∈ J ′0 : tj ∈ V (H ′) and s−j
is a terminal} and Q′ = {j ∈ J ′0 : tj ∈ V (H ′) and s−j is not a terminal}. So,
P ∪Q ∪ P ′ ∪Q′ = J ′0. We assume w.l.o.g. a ∈ P if P 6= ∅; also, assume b ∈ P ′
if P ′ 6= ∅.

Procedure Find-PDPC-F(S, T , F , G) // ta ∈ V (H) and tb ∈ V (H ′). See
Fig. 8.

1: For each j ∈ J ′0 \ {a, b}, let an edge (xj , yj), where xj ∈ V (G0), be
(sj , s

+
j ) if j ∈ Q,

(sj , s
−
j ) if j ∈ Q′,

a free edge between G0 and H with (sj , xj) ∈ E(G0) \ F0 if j ∈ P,
a free edge between G0 and H ′ with (sj , xj) ∈ E(G0) \ F0 if j ∈ P ′.

2: Build a Hamiltonian sa–sb path in G0 − (F0 ∪ F ′), where F ′ = {si, xi : i ∈
(P ∪ P ′) \ {a, b}} ∪ {sj : j ∈ (Q ∪ Q′) \ {a, b}}. Through an edge (xa, xb)
on the Hamiltonian path such that neither x+a nor x−b is a terminal, divide
the Hamiltonian path into sa–xa and sb–xb paths. Also, let an si–xi path
be 〈si, xi〉 for i ∈ (P ∪ P ′) \ {a, b}; let an sj–xj path be a one-vertex path
〈sj〉 for j ∈ (Q ∪Q′) \ {a, b}.

3: For each j ∈ J ′1,r−1 ∩ J ′r,d−1, pick up a free edge (xj , yj) with xj ∈ V (Gr−1)
and yj ∈ V (Gr).

4: Build a paired (k1,r−1 + k′1,r−1)-DPC in H joining {(si, ti) : i ∈ J1,r−1} ∪
{(yj , tj) : j ∈ P ∪Q} ∪ {(sj , xj) : j ∈ J ′1,r−1 ∩ J ′r,d−1}, where ya = x+a .

5: Build a paired (kr,d−1 + k′r,d−1)-DPC in H ′ joining {(si, ti) : i ∈ Jr,d−1} ∪
{(yj , tj) : j ∈ P ′ ∪Q′} ∪ {(yj , tj) : j ∈ J ′1,r−1 ∩ J ′r,d−1}, where yb = x−b .

6: Combine the k′0 paths of G0−F0 with the two DPCs through edges (xj , yj)
for j ∈ J ′0 ∪ (J ′1,r−1 ∩ J ′r,d−1).

Claim 8. When ta ∈ V (H) and tb ∈ V (H ′), Procedure Find-PDPC-F builds
a paired k-DPC in G− F unless k′0 = k and (Q ∪Q′) \ {a, b} = ∅.
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Fig. 8: Illustration of Procedure Find-PDPC-F, where a = 1 and b = 2.

Proof. The Hamiltonian sa–sb path of Step 2 exists unless k′0 = k and (Q∪Q′)\
{a, b} = ∅, because |F0 ∪ F ′| = f0 + 2 · |(P ∪ P ′) \ {a, b}|+ |(Q ∪Q′) \ {a, b}| ≤
f0+2(k−2)−1 ≤ f+2k−5 = 2m−5. The paired DPCs of Steps 4 and 5 exist by
Theorems 1 and 2, or by the hypothesis of Theorem 4, because b /∈ J1,r−1∪J ′1,r−1
and a /∈ Jr,d−1 ∪ J ′r,d−1. �

Consider the exceptional case where k′0 = k and (Q ∪Q′) \ {a, b} = ∅. Note
that Q = ∅ if |P ∪Q| ≥ 2, by the assumption that a ∈ P if P 6= ∅; symmetrically,
Q′ = ∅ if |P ′ ∪Q′| ≥ 2. Instead of the sa–sb Hamiltonian path in Step 2 of the
procedure, we will use a Hamiltonian cycle C of G0 − (F0 ∪ F ′), which exists
because f0 + 2(k − 2) = f + 2k − 4 = 2m − 4. If k′0 ≥ 3, it suffices to extract
sa–xa and sb–xb paths satisfying x+a , x

−
b /∈ T from the Hamiltonian cycle C. If

k′0 = 2, it suffices to extract sa–xa and sb–xb paths from the Hamiltonian cycle
C such that x+a , x

−
b /∈ T , or x+a /∈ T and x−b = tb, or x−b /∈ T and x+a = ta, and

then combine the two paths with a paired 2-DPC or 1-fault Hamiltonian path
of G1,d−1.

Case 4.2: There exists r ∈ {1, . . . , d − 1} such that tj ∈ V (Gr) for all
j ∈ J ′0. The fact k′0 = k or f = 0 leads to {t1, . . . , tk′0} = V (Gr) ∩ (S ∪ T )
from the assumption (3). Firstly, suppose f0 = f ≥ 1 (k′0 = k). It fol-
lows that S ⊆ V (G0) and T ⊆ V (Gr). Similar to the exceptional case (iii)
of Claim 6, we can easily build a paired k-DPC as follows: From a Hamilto-
nian cycle 〈s1, . . . , x1, . . . , sk, . . . , xk〉 of G0 − F0, we extract k disjoint sj–xj
paths for j ∈ J that collectively cover G0 − F0. Assuming w.l.o.g. r 6= 1, it
suffices to combine the k disjoint paths with a paired k-DPC of G1,d−1 joining
{(x+j , tj) : j ∈ J} through edges (xj , x

+
j ) for j ∈ J . Hereafter in this case, we

assume f0 = f = 0, and let H = G1,r−1 and H ′ = Gr+1,d−1.
Secondly, suppose k′0 < k (f0 = 0 and k ≥ 3). If r = 1 or r = d − 1, say

r = 1, the union of a paired k′0-DPC of G0,1 and a paired (k − k′0)-DPC of
G2,d−1 forms a required k-DPC. So, let r /∈ {1, d − 1}, leading to that H and
H ′ are both nonempty. If sp, tp ∈ V (H) or sp, tp ∈ V (H ′) for some p ∈ J , say
sp, tp ∈ V (H), then for J ′ = {j ∈ J : sj ∈ V (H) and tj ∈ V (H ′)}, it suffices
to pick up free edges (xj , yj) between H and G−H for j ∈ J ′ and then merge
a paired (k1,r−1 + k′1,r−1)-DPC of H and a paired (k − k1,r−1)-DPC of G −H
into a required k-DPC. So, it remains a case that sk′0+1, . . . , sk ∈ V (H) and
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Fig. 9: Illustration of Procedure Find-PDPC-G.

tk′0+1, . . . , tk ∈ V (H ′). If k′0 ≥ 2, a required DPC can be constructed as follows:

Procedure Find-PDPC-G(S, T , F , G) // 2 ≤ k′0 < k, {sk′0+1, . . . , sk} ⊆
V (H), and {tk′0+1, . . . , tk} ⊆ V (H ′). See Fig. 9.

1: For each j ∈ J \ J ′0, pick up a vertex xj ∈ V (G0) such that (xj , x
+
j ) and

(xj , x
−
j ) are both free.

2: For each i ∈ J ′0 \ {1, 2}, let (xi, x
+
i ) be a free edge between G0 and G1 with

(si, xi) ∈ E(G0).
3: Build a Hamiltonian s1–s2 path in G0 − F ′, where F ′ = {xj : j ∈ J \ J ′0} ∪
{si, xi : i ∈ J ′0 \ {1, 2}}. Through an edge (x1, x2) on the Hamiltonian path
such that x−1 , x

+
2 /∈ S∪T , divide the Hamiltonian path into s1–x1 and s2–x2

paths. Also, let an si–xi path be 〈si, xi〉 for i ∈ J ′0 \ {1, 2}.
4: Pick up a free edge (yi, y

+
i ) with yi ∈ V (Gr−1) for each i ∈ J ′0 \ {1}, and

build a paired (k − 1)-DPC in H joining {(sj , x+j ) : j ∈ J \ J ′0} ∪ {(x+i , yi) :
i ∈ J ′0 \ {1}}.

5: Pick up a free edge (y1, y
−
1 ) with y1 ∈ V (Gr+1), and build a paired (k −

k′0 + 1)-DPC in H ′ joining {(x−j , tj) : j ∈ J \ J ′0} ∪ {(x−1 , y1)}.
6: Build a paired k′0-DPC in Gr joining {(y+i , ti) : i ∈ J ′0 \ {1}} ∪ {(y−1 , t1)}.
7: Combine the si–xi paths of G0 with the three DPCs of H, H ′, and Gr.

Claim 9. When 2 ≤ k′0 < k, {sk′0+1, . . . , sk} ⊆ V (H), and {tk′0+1, . . . , tk} ⊆
V (H ′), Procedure Find-PDPC-G builds a paired k-DPC in G− F .

Proof. The Hamiltonian s1–s2 path of G0−F ′ exists because |F ′| ≤ 2(k′0−2) +
(k− k′0) = k+ k′0 − 4 ≤ 2k− 5 = 2m− 5. The DPCs of H, H ′, and Gr exist by
Theorem 2, or by the hypothesis of Theorem 4. �

Now, let k′0 = 1. Note that each component contains at most one terminal
from the assumption (3). Let i ∈ {1, . . . , r − 1} be the smallest index such
that Gi contains a source, say s2, so that G0,i contains two terminals, s1 and
s2. We first pick up two free edges (x1, x

+
1 ) and (x2, x

−
2 ) with x1 ∈ V (Gi) and

x2 ∈ V (G0), and build a paired 2-DPC in G0,i joining {(s1, x1), (s2, x2)}. For
k − 2 free edges (yj , y

+
j ), j ∈ J \ {1, 2}, with yj ∈ V (Gr), it suffices to build a

paired (k − 1)-DPC in Gi+1,r joining {(x+1 , t1)} ∪ {(sj , yj) : j ∈ J \ {1, 2}} and
a paired (k− 1)-DPC in Gr+1,d−1 joining {(x−2 , t2)}∪ {(y+j , tj) : j ∈ J \ {1, 2}},
and then merge the three DPCs.
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Fig. 10: Illustration of Procedure Find-PDPC-H.

Finally, suppose k′0 = k (f0 = 0 and k ≥ 3), leading to S ⊆ V (G0) and T ⊆
V (Gr). We assume w.l.o.g. r ≤ bd2c, so that Gr+1,d−1 has no fewer components
than G1,r−1. There are three procedures respectively dealing with the cases (i)
r ≤ d − 3, (ii) r = d − 2 and k ≥ 4, and (iii) r = d − 2 and k = 3. Note that
r = d− 2 only if d = 4 and r = 2 or d = 3 and r = 1.

Procedure Find-PDPC-H(S, T , F , G) // k′0 = k and r ≤ d− 3. See Fig. 10.

1: Build a Hamiltonian s1–s2 path in G0−F ′, where F ′ = {sj : j ∈ J \{1, 2}}.
Through an edge (x1, x2) on the Hamiltonian path such that x+2 /∈ T , divide
the Hamiltonian path into s1–x1 and s2–x2 paths.

2: if r = 1, let w = x+2 ; otherwise, pick up a free edge (w,w−) with w ∈ V (Gr)
and w− 6= x+2 , and then build a Hamiltonian x+2 –w− path in G1,r−1.

3: Build a Hamiltonian w–t1 path in Gr − F ′′, where F ′′ = {tj : j ∈ J \
{1, 2}}, and divide the Hamiltonian path into the w–t2 and z–t1 paths for
the successor z of t2.

4: Build a paired (k− 1)-DPC in Gr+1,d−1 joining {(x−1 , z+)} ∪ {(s−j , t
+
j ) : j ∈

J \ {1, 2}}.
5: Combine the Hamiltonian paths with the (k − 1)-DPC.

Claim 10. When k′0 = k and r ≤ d − 3, Procedure Find-PDPC-H builds a
paired k-DPC in G.

Proof. The proof is straightforward. Note that the Hamiltonian paths in Steps 1
and 3 exist because |F ′| = |F ′′| = k − 2 = m− 2 ≤ 2m− 5 for m ≥ 3. �

Procedure Find-PDPC-I(S, T , F , G) // k′0 = k, r = d − 2, and k ≥ 4. See
Fig. 11(a).

1: For each j ∈ J \ {k}, pick up a nonterminal xj ∈ V (G0) such that x+j /∈ T
and x−j /∈ {t+i : i ∈ J}.

2: Build a paired (k− 1)-DPC in G0 joining {(sj , xj) : j ∈ J \{k}}. There is a
path, say the s1–x1 path, in the DPC that passes through sk, so the s1–x1
path is represented as 〈s1, . . . , z, sk, . . . , x1〉 where z is the predecessor of sk.

3: If r = 1, let w = x+1 ; otherwise, pick up a free edge (w,w−) with w ∈ V (Gr)
and w− 6= x+1 , and then build a Hamiltonian x+1 –w− path in G1,r−1.

4: Let q ∈ J \ {k} be an index such that t+j 6= z− for all j ∈ J \ {q, k}.
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(a) Find-PDPC-I (k ≥ 4)

(b) Find-PDPC-J (k = 3)

Fig. 11: Illustrations of Case 4.2 in the proof of Theorem 4, where k′0 = k and r = d− 2.

5: Pick up a free edge (y, y+) with y ∈ V (Gr) such that y 6= w and y+ /∈
{z−} ∪ {x−j : j ∈ J \ {1, k}}.

6: Build a paired 2-DPC in Gr − F ′ joining {(w, tk), (y, tq)}, where F ′ = {tj :
j ∈ J \ {q, k}}.

7: If q = 1, build a paired (k − 1)-DPC in Gd−1 joining {(z−, y+)} ∪
{(x−j , t

+
j ) : j ∈ J \ {1, k}}; otherwise, build a paired (k − 1)-DPC joining

{(z−, t+1 ), (x−q , y
+)} ∪ {(x−j , t

+
j ) : j ∈ J \ {1, q, k}}.

8: Merge the three DPCs into a paired k-DPC of G.

Claim 11. When k′0 = k, r = d−2, and k ≥ 4, Procedure Find-PDPC-I builds
a paired k-DPC in G.

Proof. The proof is similar to those of the previous claims. The k−1 nontermi-
nals x1, . . . , xk−1 exist in G0 because |V (G0)|−3k ≥ 3m−1−3m ≥ m−1 = k−1
for m = k ≥ 4. The paired 2-DPC of Step 6 exists because |F ′| + 2 · 2 =
(k − 2) + 4 ≤ (k − 2) + k = 2m− 2. �

Procedure Find-PDPC-J(S, T , F , G) // k′0 = k, r = d− 2, and k = 3. See
Fig. 11(b).

1: Build a Hamiltonian t1–t2 path P in Gr − {t3}.
2: Case when s−3 = t+3 : Let an s3–t3 path of the DPC be 〈s3, s−3 , t3〉.

a: Pick up an edge (y1, y2) on the Hamiltonian path P such that y+1 /∈
{v− : (v, s2) ∈ E(G0)} and y−2 /∈ {s1, s3}.

b: If r = 1, let w = y−2 ; otherwise, pick up a free edge (w,w+) with
w ∈ V (G0) and w+ 6= y−2 , and then build a Hamiltonian w+–y−2 path

21



in G1,r−1.
c: Build a Hamiltonian s1–w path in G0 − {s3}, which is represented as
〈s1, . . . , x1, s2, . . . , w〉 where x1 is the predecessor of s2.

d: Build a Hamiltonian x−1 –y+1 path in Gd−1−{s−3 }, and merge the Hamil-
tonian paths into s1–t1 and s2–t2 paths of the DPC.

3: Case when s−3 6= t+3 : We will build an s3–t3 path that passes through only
vertices contained in Gd−1 as intermediate vertices.

a: Build a Hamiltonian s1–s2 path P ′ in G0 − {s3}.
b: Pick up a pair of vertices x2 on P ′ and y2 on P such that (i) (x2, y2) ∈
E(G) if r = 1, (ii) x+2 6= y−2 if r ≥ 2, (iii) x2 and y2 respectively have
predecessors x1 and y1 (i.e., x2 6= s1 and y2 6= t1), and (iv) x−1 6= t+3
and y+1 6= s−3 .

c: If r ≥ 2, build a Hamiltonian x+2 –y−2 path in G1,r−1.
d: Build a paired 2-DPC in Gd−1 joining {(x−1 , y

+
1 ), (s−3 , t

+
3 )} if x−1 6= y+1 ;

build a Hamiltonian s−3 –t+3 path in Gd−1 − {x−1 } otherwise.
e: Combine the 2-DPC (or the Hamiltonian s−3 –t+3 path) of Gd−1 with

the Hamiltonian paths P and P ′ into a paired 3-DPC.

Claim 12. When k′0 = k, r = d−2, and k = 3, Procedure Find-PDPC-J builds
a paired k-DPC in G.

Proof. Each component of G is a 2-dimensional torus-like graph because k =
m = 3. The existence of a 1-fault Hamiltonian path or of a paired 2-DPC in a
component is due to the hypothesis of this theorem. The edge (y1, y2) of Step 2a
exists because (|V (Gr)|−2)−(4+2) ≥ (32−2)−(4+2) = 1. Also, the vertex pair
x2 and y2 of Step 3b exist because (|V (G0)|− 2)− (2 + 2) ≥ 32− 2− (2 + 2) ≥ 1
if r = 1, and because (|V (G0)| − 3)(|V (Gr)| − 4) ≥ 1 if r ≥ 2. �

Therefore, the entire proof of Theorem 4 is complete. �

Combining Lemmas 1 and 5 with Theorems 3 and 4 leads to that:

Theorem 5. Every m-dimensional nonbipartite torus, m ≥ 2, is f -fault paired
k-disjoint path coverable for any f and k ≥ 2 subject to f + 2k ≤ 2m. Fur-
thermore, the graph is (2m− 3)-fault Hamiltonian-connected and (2m− 2)-fault
Hamiltonian.

Proof. Let G be an m-dimensional nonbipartite torus Cd1 × · · · × Cdm with d1
being odd. The proof is by induction on m. If m = 2, the theorem holds true
from Lemmas 1 and 5. Let m ≥ 3. Then, by the induction hypothesis, the
(m − 1)-dimensional torus Cd1 × · · · × Cdm−1

, denoted by G′, is f -fault paired
k-disjoint path coverable for any f and k ≥ 2 subject to f + 2k ≤ 2m − 2,
(2m−5)-fault Hamiltonian-connected, and (2m−4)-fault Hamiltonian. So, the
m-dimensional torus G, which is isomorphic to G′ × Cdm , is f -fault paired k-
disjoint path coverable for any f and k ≥ 2 subject to f+2k ≤ 2m by Theorem 4;
also, the graph G is (2m − 3)-fault Hamiltonian-connected and (2m − 2)-fault
Hamiltonian by Theorem 3. �
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Finally, we present a conjecture that a three- or higher-dimensional nonbi-
partite torus admits an optimal construction of a paired many-to-many disjoint
path cover, although not every two-dimensional nonbipartite torus is 1-fault
paired 2-disjoint path coverable [23].

Conjecture 1. Every m-dimensional nonbipartite torus, m ≥ 3, is f -fault
paired k-disjoint path coverable for any f and k ≥ 2 subject to f+2k ≤ 2m+1.

The conjecture is partially proved by Li et al. [17] in the case where k = 2,
F ⊆ E(G), and at most one dj is even. We hope that the conjecture could
initiate future research.
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[6] T. Dvořák, P. Gregor, Partitions of faulty hypercubes into paths with prescribed
endvertices, SIAM Journal on Discrete Mathematics 22 (4) (2008) 1448–1461.
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